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Abstract. The Arabic language has very complex structures and different behavior, where instead
of moving a letter to another letter like English language, it moves to a diacritic. Data analysis
studies of a language are essential in numerous fields of knowledge, like Education. linguistics,
Computers and Communications.The aim of this paper is to study the probabilities of letters in the
Arabic frequencies statistics based on holly Quran sharif words sample Then deduced and
compared with corresponding values for Markov chains.
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1. Introduction

In the field of grand probabilities, there are many tools for calculating probabilities and
predictions; Specifically, Markov chain theory is used to predict certain electoral outcomes. In order
to make predictions about a politician's career, a Markov chain and related tools must be created
based on the scenario and probabilities. A Markov chain is a mathematical system that experiences
transitions from one state at time t to another at time t+1 according to certain probability rules. The
hallmark of a Markov chain is that no matter how a process arrives at its current state, the possible
future states are constant [11].

A Markov chain can show scenarios that include probabilities more clearly because it shows the
transition between states. Using Markov chain theory, more and more realistic election results can
be expected [12].

Natural Language Processing (NLP) applications that utilize statistical approach, has been
increased in recent years. One of the most important models of machine learning used for the
purpose of processing natural language is Hidden Markov Model (HMM). Markov Model is a
probabilistic model that are considered as sequence classifier such as letters classifier; it calculates
the probability of label sequence and chooses the best sequence according to the best possible labels
probability distributions. Moreover, Hidden Markov Model is a model that contains a set of state
and transitions where transition from one state to another state is determined according to certain
input. Each transition contains a value or weight that is determined according to certain probability
distribution. Therefore, if certain input causes transmission from state x to state y then the overall
weight will be augmented by the weight w that is the value of transition or transition probability
between state x and state y. The probability distribution of a certain transition determines the
observation or outcome of a certain state. However, Hidden Markov model is called hidden since
the states are not visible and only outcomes can be seen. In our case the input is a sequence of words
or letters, so the sequence of words will determine the sequence of states; this sequence represents a
chain called Markov chain.

Hidden Markov Model was used in many applications of statistical NLP such as morphological
analysis, part of speech tagging (PoST) and text classification. This research provides a comparative
study between different applications using Hidden Markov Model in statistical language processing
of Arabic language

Fig. 1. Hidden Markov model

The Arabic language has very complex structures and different behavior, where instead of
moving from a letter to another letter like English language, it moves to a diacritic as shown in the
figure below:
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Fig. 2. (a) English language behavior (b) Arabic language behavior

So instead of dealing with diacritic as a small mark over or below a letter we're going to deal
with it as a letter that have 50% percent of probability, so how can we get text have 50% diacritics
based on Holly Quran. Also, we're going to show the different between the traditional method to get
probabilities and the Markov method and how we will analysis this language. Also, how the
researcher analyzed it using Hidden Markov Model (HMM)

It so complex to understand the behavior of letters or diacritics, for example when the "ج" go to
"�ّ" that’s actually mean double letter of "ج" the first go to "�ْ" and the second go to "�َ" ( " ََ ْْ ََ " )
and that just a little bit example, Even when I am an Arabian and native speaker but it is still
difficult to understand the terms, conditions and the syntax of this language, so the best choice that
we can rely on is the Holy Quran where each word and diacritic in right place, as much as we know
that Arabic language has 28 letters and 4 main diacritics but actually we have more specially in
Holly Quran but it still has low probability so I will focus on the letters and diacritics that have high
probability but i will take it into consideration of my calculation because we need every small
number to get high accuracy.

Actually, the aim of this paper is not to calculate the transition matrix or probabilities, because
that already done by more researches, so the aim of this paper is to calculate this parameter in high
accuracy using different tools that should help. As we see in Figure below, where whatever was the
method, the result still have low accuracy, so Holly Qur'an may be a good choice to based on and
with some help from computer and data science tools we're going to get high accuracy, we need this
accuracy because it will be based to other applications so if the base have low accuracy we're not
going to get the right result.

Fig. 3. Performance comparison of the Markov chain and the LSI method [13].
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2. The Traditional method

When we talked about probability, we referred to Markov Chain but what about the basics of
probability. When we have coin the probability of each side is 0.5, and when we have the word
"yes" that mean every letter have probability 1/3 and if we talk about the male’s genes, he carries an
X and another Y chromosome and writes XY, and arranged from two X chromosomes in the female
and writes XX, so the probability of baby is [x, x, x, y] and that mean probability of male baby is
0.25 and probability of female baby is 0.75, that is the basic of probability or traditional method.

I will use Python language (as much as we know it is a robust language in data science and
analysis) to analysis and calculate a text file actually it is a txt copy of Holly Quran. First, I will
count how many frequency every single letter or diacritics and put it in an array then find the size of
this text file in unit of character, to minimize the processing time I put the value of size in the end of
the array then each value of this array will divided by the value of whole size to get occurs
probability of each item in this array.

f = open("fmg.txt", encoding="utf-8", errors="strict")
x = f.read()
originallist = list()
originaldict = dict()
for i in x:

originallist.append(i)
originaldict[i] = 0

for i in range(len(originallist)):
originaldict[originallist[i]] += 1

for i in originaldict:
originaldict[i] = round(originaldict[i]/len(originallist),20)

In this code I round the number to 20 placements after point to get high accuracy. As we know
the Arabic language is highly redundant and we can use this redundant to analysis the language as
we see in the table below the word "في" has a high probability 3.9% actually it is a very high
probability, later we will get result that improve this table.

Fig. 4. (a) A list of the 10 most frequent Arabic words [12]
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3. Markov Chains:

3.1 Transition matrix

If one Markov chain has state space S = {1, 2, . . . n}, the probability of this process in state j for
one observation after being in state i in a previous observation, is denoted by Pij. This Pij is known
as the transition probability from state i to state j. A matrix with a transition probability from state i
to state j is known as the transition matrix of the Markov chain. Subsequently, the transition matrix
is denoted with P.

To predict the probability of an action repeating over time, then you need to use a transition
matrix. A transition matrix consists of a square matrix that gives the probabilities of different states
going from one to another. With this transition matrix, we can perform determine trends and make
predications, what we want actually are the letter history and the letter future (where to go). The
general form of transition matrix is as follows:

P =
�11 ⋯ �1�
⋮ ⋱ ⋮

��1 ⋯ ���
(1)

Now I will create a new 2-dimention dictionary (matrix) and calculate how many times the item
goes to every item:

dictionary2d = dict()
for i in originallist:

dictionary2d[i][originallist[originallist.index(i)+1]] += 1

P =
�11 ⋯ �1�
⋮ ⋱ ⋮

��1 ⋯ ���
(2)

Then, I add a temporary item ( S ) at the end of each row of this matrix where S is the
summation of the values of the same row, Mathematically, that characteristic can be written as
follows:

Si = Ni1 + Ni2 + ….. + Nin (3)

for i in list(dictionary2d.keys()):
sumall = 0
for j in list(dictionary2d[i]):

sumall += dictionary2d[i][j]
dictionary2dProb[i]['sumall'] = sumall

P =
�11 ⋯ �1� �1
⋮ ⋱ ⋮

��1 ⋯ ��� ��
(4)

The state vector X(t) for one Markov chain observation with state space S = {1, 2, . . .
k} is defined as the vector of column x where the i component, namely xi, is the probability of state
i at time t. The column vector can be formulated as:

x =

�1
�2
.
.
.
��

(5)

According to theorem by Anton and Rorres (1987), if P is the Markov chain transition matrix
and x(n) is the state vector at observation n, it makes:
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x(n+1) = Px(n) (6)

From Eq. (6), it is known that:

x(n) = Px(n-1) = P2 x(n-2) = Pn x(0) (7)

In other words, Eq. (7) verifies that the previous state vector x(0) and transition matrix P reveal
the value of state vector x(n).

Finally, we divide every item of row i by the summation of the same row and round it to 20
placements after point and after that we will delete the summation item to get the transition matrix
as shown in Eq. (1) and the piece of code will be as follow:

for i in list(dictionary2dProb.keys()):
for j in list(dictionary2dProb[i]):

if(j != 'sumall'):

dictionary2dProb[i][j]=round(dictionary2dProb[i][j]
/dictionary2dProb[i]['sumall'],20)
del dictionary2dProb[i]['sumall']

3.2 Markov Chains

Because it is complex to draw all the transition Matrix I will take one letter and draw it as
follow in the figure below:

Fig. 5.Markov Chain for "ل"

As we see in Fig. 1 above it a very complex network of chains to calculated by hand so the
solution is the same tool (Python).

From Eq. (1), Pij verifies the transition probability from state i at time t to state j at time t+1. In
addition, the Markov chain transition matrix above has the characteristic that all entries on one line
equal 1. Mathematically, that characteristic can be written as follows:

Pi1+ Pi2+ Pi3 + Pi4 +……+ Pin = 1 (8)
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And the probability of an item I calculated by summation of probabilities of each item multiply
by its transition probability. Mathematically, that characteristic can be written as follows:

Pi = P1i * P1 + P2i* P2 + P3i * P3 +……+ Pni * Pn (9)

Based on Eq. (8) and also Eq. (9) we can find all the probabilities that we need with some help
from computer processing as much as you know it is so complex to solved by hand.

4. Results

We talked in section two about probabilities by the traditional way and how can find it using
Python, So the result of this section as follow in the figure bellow:

Fig. 6. The probability chart of the array

One of the most important features of Python is the graph of data as we see in Fig. (1) in
addition to the four main diacritics, we have some letters that have high probability and we see these
letters a lot specially in Holly Quran and who didn’t hear ."ألم" We see the gap between Fatha and
the other letters and diacritics, that an approve to "Musnad Al-Imam Ahmed". And also, that is
approve the table (1) where we will find of the letters (that have probability greater than 0.025) in
the words of table (1).[8]

After that we talked about calculation the transition matrix after delete the item of summation of
each row, but I used 20 placements after point to each number and matrix have more than 30 items
in each row so it will be huge data, so I will show part of this data in the figure bellow:

Fig. 7. The Transition Matrix

Now the most important part and the final result where as we said in section (3) we will
calculate the value of probability for "ل" for example compared to the value of probability of the
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same letter using traditional method and also, we're going to calculate the percent of error to see the
accuracy, and the result shown in the figure bellow:

Fig. 7. Probability of "ل" using Markov Equation compared to traditional way

4. Conclusion

It takes more time but finally, it is as I wanted and the result is with high accuracy. Its huge data
but I tried some examples to make sure that everything is ok. From figure (4) we see that we have
high accuracy in our calculation and just 0.004% is an error ratio, so why we make this complex and
we can get the probability from the first method (traditional method), actually in the first method we
get only the probability but using Markov chains we get probability and the transition matrix. this
helps us to understand the behavior of the letters and diacritics, it's so important to know the future
of letters ( where to go ) and write new and fast algorithms about autocomplete text where the
current algorithms depend on user experience but user experience sometimes give us wrong results
and always give us result without correct diacritics because those who specialize in language are the
minority and those who determine user experience are the majority who have little experience with
grammars and terms.
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التطبيقية والعلوم للهندسة الجامعة العراق كلية مجلة

أساس على العربية اللغة حروف لحتاالت التقليدية والطريقة ماركوف سلسلة بين مقارنة
الكريم القرآن

. ب ،2 الحادي حيدر , 1،أ السدي عبد علي حامد

العراق – البصرة – الصصالت هندسة قسم – الْامعة العراق كلية 1

العراق – البصرة – الزهراء طب كلية – البصرة جامعة 2

ب haidarfmg@gmail.com , ا 865.hamid@gmail.com : اللكتروني البريد

النْليزية اللغة مثل آخر َرف إلى الحرف انتقال من ددلل َيث ، مختلف وسلوك للغاية معقدة هياكل العردية للغة . الالخص
اللغة ديانات صحليل دراسة صعد والنصوص. الكلمات وصمييز صفسير في اساسية صعد والتي التشكيل(الحركة) إلى ينتقل فإنه ،
الى البحث هذا يرمي والصصالت. والحاسوب اللغات صعليم مثل ، المعرفة مْالت من العديد في ضرورية وخصائصها
مع ومقارنتها استنتاجها ثم الكريم القرآن كلمات عينة على دناءل العردية الترددات إَصائيات في الحروف اَتمالت دراسة
العردية اللغة َروف لَتمالت التقليدية والطريقة ماركوف سلسلة دين مقارنة دراسة ومنها ماركوف. لسلسل المقادلة القيم
ماركوف نموذج على الضوء صسليط الى دالضافة دراستنا, في قصوى اهمية ذات ستكون التي النتقال مصفوفة وَساب

المخفي.
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